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quantum cryptography.

Discrete time quantum random walk search

Discrete time quantum random walk search algorithm (DTQRWS) -
« Uses quantum walk to find searched element in unordered database
» Quadratically faster than the corresponding classical search |
algorithms.

Quantum random walk algorithm is large category of quantu
algorithms. It is used in variety of quantum information toplcs
e quantum simulations;
quantum algorithms;

DTQRWS Grover search algorithm
Search in arbitrary topology Search only in linear database

Needs more qubits Needs less qubits

Double Oracle calls Less Oracle calls
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When the node register state is measured, if the result is the
searched element algorithm ends, otherwise it is repeated.
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Shift Operator

Register
Sizeis 2

Coin
Register
Size is 4
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Hypercube and Node Numbering

Hypercubes with different dimensions (0 - 3):

AL A et 3' );*”‘2‘:‘
“/V/\/T \, 75 CEa [~y
\v £ hoYy Ve 79
Number of nodes and edges of such Hypercube are:
_ od _ pod-1 KON AN
Eoq =2 Eiq = R2 'Q‘;\fﬁ ‘%'{Af;
900 010

Each node (and also edges) can be =~

A ol d
A

L AVA X

numbered with binary string label. Zeroth >4‘ -
an be arbitrary chosen. g '

Two nodes in a hypercube are
neighbors, if they differ by only one symbol
O (their Hamming distance is 1).
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Walk Coin

Walk coin gives probabilities for
transition between nodes connected by
an edge.
 The system can be in superposition
of nodes, so during the evolutionit =1
can go to different superposition of
states.

» |f probability to go in each direction is
the same, then off diagonal matrix
elements should be the same.

Orlglnal QRWS algorithm uses Grover coin
raversmg a graph. For coin with size n:

/n 2/n 2 [ ..
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M odification of the walk coin
We study the following walk coin:

Cord= ¢ x  (I-@1-ePxl)

Phase gate  Generalized Householder reflection

Both Generalized Householder reflection and phase gate can be."
done efficiently in some physical Quantum circuit |mplementat|ons
the ion traps. .

To have equal probability to go at each direction y must b
weight superposition of the basis vectors |j) ;

mn_l
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M onte Carlo simulations of the algorithm

MC simulations of p(¢, ¢) of QRWS for Hypercube
In each run n is fixed and for ¢, ¢ € [0, 2m) are taken random value:

One qubit coin Two qubit coin Three qubit c
0.5 Sr:: ‘ ‘ 0.5 Sr: \ _ 0.5

0.4 0.4 0.4
4n/3 4n/3
0.3 0.3 0.3
© o ©

=)
i) = us m
0.2 ~ 0.2 \ 0.2

0 n/3  2n/3 m
¢ (ra

¢ (rad)

4n/3 5m/3 2nm
d)
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Robustness of p((,9)

In order to make QRWS more robust to change in the phases,
we search for areas in the plane defined by (¢,) that give high
probability to find solution when one or both of the parameters vary:

P(¢P € (Pmax — & Pmax + €)) = Pmax =D (Dmax)

In our case p can be expressed as function of just one of the a

(= 4(¢) = p(($), ¢ ,n = const) — p(¢)

- Different functions {(¢) were fitted to MC data poi 3
ne that makes the algorithm as robust as possib

Note: For Grover coin bc "‘p'éﬁs ¢ and (are
~ equal to m, and |y) is equal weight superposition
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2mn/3 m 4n/3 5n/3 2n
¢ (rad)

Coin sizen =3
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Qubits vs Qudits

One qubit can be any two level Qudits can be implemented by
quantum system: using any system with d levels, e.g.
1. Levels of electron in ions; hyperfine states of one split level due
2. Spins of quantum dots; to external electric or magnetic field.
o RIS All those levels should be metastable.
Qudits can be implemented with ion
trap. — d

Qubit states |y) = a, |0)+ a; |1)

- (A

|0

Qubit coin r'i “can have only

pf)w.er.of t\_NO e o oo Often transitions between levels are

2;4; 8; 16; 32... : :
O made by using ancilla state.

= k= Integer
m = Integer |/
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Advantages of using Qudits

Using qudits instead of qubits gives various advantages for
the quantum algorithms:

They are more robust against noise and give more
dependable quantum computations;

The coin can have arbitrary dimension not only power of

> Allow us to make much more reliable extrapolation
for quantum random walk search algorithm’s stak
for larger coin sizes; r

Increasing the size of the coin state space;
 More efficient construction of various quantu
ew quantum error correction protocol

®
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Conclusion

» The discrete time quantum random walk search is quantum
algorithm able to search in unordered database with arbitrary
topology. It is quadratically faster than the corresponding classical
search algorithms; _

» A modification of the algorithm with walk coin constructed by
Generalized Householder reflections and a phase gate could be mad
extremely robust to deviations in the coin parameters if a pr'
relations between the parameters is maintained; y

» Using qudits for walk coin register give the p0551b111ty

even more algorithm'’s stability;
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— Sigmoid (x)

— Selu{x)
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DNN model loss

—— Training set loss function

10-2 4 —— Validation set loss function

Epoch — one run of the neuron network trough
training examples. Network wupdate its
parameters at end of each epoch.
Batch Gradient Descent — At each epoch, lost
function is calculated by smaller portion of 7]
training examples (batch). This batch is taken 3
by random training examples. Therefore there
~ is larger uncertainty at the end of the training, . - - - - -

st function oscillate around the minimum. Epoch
) Training Set — set usec
Validation Set — set

Lost function —

0.0010 training
0.0008 parar VA

Loss

0.0006 |

0.0004

Number of hidden layers

0.0002

0

Neurons per layer
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Optimizing walk coin by machine learning 2

Different functions were fitted to data points, to find the function that makes the
algorithm as robust as possible. So for largest possible ¢ to be fulfilled: (@

P(® € (Prmax — & Prmax + €)) = Prmax = P (Pmax) |
Best results were obtained with the function: { = —2 ¢ + 37 + a sin(2¢) wher

¢, C€l0,2m]

For finding the best value of a a feed forward Neural Network is used.
SFL)— Gl oo o o © GELY—(GED Neural network F
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